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In&Out AG - Interoperability Test Report

Preliminary Note

This report was created independently and neutrally by In&Out AG on behalf of Huawei. The test environment was provided
by Huawei Switzerland.

In&Out AG

In&Out AG from Zurich is supporting its customers as an independent and vendor-neutral consulting company in the areas of
IT infrastructure and data centers for years. In&Out has proven years of experience in performance measurements and opti-
mization and has developed the benchmark tool I0gen™.

Huawei

Founded in 1987, Huawei is a global leader in storage systems with 194,000 employees. Analysts rank Huawei as one of the
leaders in storage systems.
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Figure 1 - Gartner Magic Quadrant Primary Storage (2022), Source: Gartner

Veeam Backup & Replication V12

Veeam released on February 14, 2023, a new major release of their backup software suite Backup & Replication. This release
allows backups directly to object storage, can create immutable and spaceless full backups. In this report we will test many of
the new features in combination with the corresponding Huawei storage products and features
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Huawei OceanStor Pacific Distributed Storage

Huawei OceanStor Pacific distributed storage systems are dedicated storage systems for unstructured data. The
Huawei OceanStor Pacific series (formerly known as OceanStor 100D) is an intelligent distributed storage product with
scale-out and supports the business needs of both today and tomorrow.

OceanStor Pacific series provides on-demand file, object, HDFS, and block storage for upper-layer applications by organizing
local storage resources of each node with storage system software. It implements cost-effective storage for mass data, max-
imized efficiency for diversified data, and everlasting operations for online services. The OceanStor Pacific series is available
with three characteristics: performance, balanced and archive models.

Figure 2 - Huawei OceanStor Pacific explosion view

OceanStor Pacific 9550 is a 5 U high-density and large-capacity storage device. It adopts dedicated two-node distributed
hardware design to deliver superb reliability and disk density.

Obijective

Huawei asked In&Out as an independent consulting company to subject the new Veeam V12 Backup & Replication software
in combination with suitable storage systems to an intensive test. In particular, the following points were to be tested:

l. Backup and restore functionality with Huawei storage products.
II.  Immutable backups using hardened Veeam repository.
lll.  Backups to object storage systems OceanStor Pacific (S3 object backups)
IV. Performance of backup functionality with VMware.
All tests were run with Veeam Backup & Replication software version 12.
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Management Summary

We can summarize the results of our measurements and tests as follows:

I.  The three tested Huawei storage systems OceanStor Hybrid Flash 5510, OceanStor Protect Backup X8000 and
OceanStor Pacific distributed storage systems can act as an NAS and NFS backup repository for Veeam V12.

II. The Huawei OceanStor Hybrid Flash 5510 storage systems was tested with a hardened backup repository, too.
Here also every backup and restore scenario was handled as usual. But it was not possible to delete any backup
data written to the storage system, even on the Linux command line.

lll.  The Huawei OceanStor Pacific distributed storage system was used as an S3 compatible backup repository. All
backup and restore operations were handled as usual, too. This backup object repository didn’t differ from other
repository types in all tests.

IV. The Huawei OceanStor Pacific distributed storage system was used as an S3 compatible and immutable backup
repository (WORM functionality). Also, all backups and restores run as usual. On the other side we were not able to
delete one backup bucket from the Veeam side and from within an S3 browser tool.

V. The Huawei OceanStor Pacific distributed storage system was accessed by the DPC protocol and used as a hard-
ened backup repository. In this test scenario all backup and restore tests worked as normal. It was not possible to
delete any backuped data, too.

The stability and behavior of the systems were always flawless in the test. We did not notice any failures or inexplicable
performance fluctuations. The operation of the storage system is familiar to experienced Huawei storage administrators and
easy even for users who are not familiar with the system.

Test Setup
Q Operation
W terminal
Management
_switch
VMware ESXi - Veeam =

Veeam 12

Gateway Server

*2
GRS e R
FC-switch 10GE switch itch
*q *9 * *
Production storage OceanStor 5510 OceanProtect X8000 OceanStor Pacific 9550

16Gbit/s FC link 10GE backup link

GE management link 25GE backend link

Figure 1 - Test setup (here using the example for Veeam)
Throughout the functional test one VM running on the VMware ESXi host, was backed up with several backup repositories
(and backup storage systems).

The VMware ESXi host is connected to the backup network with 4 network ports, each with 10 Gbit/sec (green in the Figure
1).

The backup server is connected to the storage switch via two 25 Gbit/sec connections each. The Huawei OceanStor 5510
and OceanProtect X8000 storage systems are connected by 2 25Gbit/sec connections to the backup switch. The OceanStor
Pacific has 4 25Gbit/sec connections to the backup switch.

The OceanStor Pacific 9550 was used for object and immutable storage backups (S3 compatible), the OceanProtect X8000
storage as an NFS backup storage and the OceanStor 5510 as a normal NFS and hardened NFS backup storage.
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In detail, the following hardware was used for the test setup:

ESXi X86 server, CPU: 2 x Silver 4110, 1
Storage: 2 x 16 Gbit/s FC-AL, Backup network: 4 x 10 Gbit/s

Backup server X86 server, CPU: 2 x Gold 5120, 1
backup network: 2 x 10 Gbit/s, backup storage: 2 x 25 Gbit/s

IP Switch Huawei CE 6860 10GE Switch 1

IP Switch Huawei CE 6863 25 GE Switch 1

FC Switch Huawei SNS2248 production service switch 1

Backup FC Storage OceanStor 5510 with two controllers, 16 x 3.84 TB SAS SSD, 2 x 4-port 32 Gbps FC, 1
2 x 4-port 25 Gbps Ethernet

Backup Storage Sys- | OceanProtect X8000 with two controllers, 20 x 7.68 TB SSD, 4 x 4-port 25GE 1

tems

OceanStor 5510 with two controllers, 3.84TB SSD*16, 2.4TB SAS *9, 2 x 4-port 25GE 1

OceanStor Pacific 9550 with 4 nodes, 10TB NL_SAS * 144, 4 x 2-port 25GE 1

Table 1 - Hardware used

The following software products and versions were used:

CentOS Linux 7 Linux operating system, for clients
Windows Server Veeam server, Version 2019
Veeam Backup & Replication 12

Table 2 - Software used

Veeam Standard Backups and Restores

We tested all three Huawei storage backup systems as standard NAS systems and mounted the backup repositories with the
NFS protocol on a Linux backup server:

I.  OceanProtect X8000 with NAS share.
Il.  OceanStor 5510 with NAS share.
Ill.  OceanStor Pacific with NAS share.

All three Huawei storage backup solutions were able to successfully perform backups and restores of VMware VMs. They can
store the backup data of whole VMs as full and incremental backups.

Also, more important than backups, all restores, whole VM and single file restores from full and incremental backups run
successful with all three Huawei storage backup solutions.

Veeam Special Backup and Restore Features

With the OceanStor Pacific and the OceanStor 5510 storage systems were backups and restore tests with special (not used
daily) features executed.

Veeam version 12 offers the feature to use an S3 or S3-compatible storage as backup storage. We tested this feature in
combination with the OceanStor Pacific storage system.

Another new feature is immutable backups. Backups cannot be changed or deleted anymore, even from direct access on the
storage layer. We tested this feature with the OceanStor Pacific distributed storage system.

In this report we will focus on the special features of the storage systems and new features in Veeam 12:
. OceanStor 5510 with FC block storage and hardened repository

Il.  OceanStor Pacific as object storage
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Ill.  OceanStor Pacific with immutable object storage

IV. OceanStor Pacific with the DPC protocol as backup storage
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OceanStor 5510 as hardened repository

In this test case we created a normal LUN on the OceanStor 5510 storage system and made it visible to the backup server:

Advanced

Create LUN @

*Nar LUN_Hardened
wning vstore System_vstore M
g Storage P StoragePool001 M
* Capacity @ 1 ' v
1 (1t0.500)
Type Default -
w
(i}
) to He gwa3 - Create
- Create

Cancel

Then, created an XFS file system (because it is a Linux server) on it and mounted the filesystem:

[root@gwé3 ~]# lsscsi -i

[o: :0] enclosu HUAWEI Expander 12Gx28 128 - -
[o: disk AVAGO AVAGO 4.66 /dev/sda SAVAGO_AVAGO_00124fbd2b22157e2b950daa5b820300
[1s disk HUAWEI X561 €000 - -
[16: disk HUAWEI X561 €000 - -
17 cd/dvd Virtual DVD-ROM VM 1.1.0 225 /dev/sr0 Virtual DVD-ROM VM _1.1.0-0:0
s disk up updisk €000 /dev/sdb Sup_updisk 2102354SEN10N91000030001
[root@gwd3 ~]# 1sblk -i
NAME MA, IN RM SIZE RO TYPE MOUNTPOINT
sda 0 557.9G6 0 disk
|-sdal 0 600M 0 part /boot/efi
| -sda2 ] 16 0 part /boot
-sda3 0 556.3G 0 part
|-cl-root 25 ] 506G 0 1vm /
|-cl-swap 25 0 4G 0 lvm [SWAP]
*-cl-home 253:2 0 502.3G 0 lvm /home
sdb 8:16 0 1T 0 disk
“-sdbl 0 1024G 0O part
sx0 1 1 7.7G 0 rom
up-0 25, ] 1T 0 disk
up-1 252:1 ] 1T 0 disk
[root@gw43 ~]1# upadmin show vlun
Viun ID Disk Name Lun WWN Status Capacity Ctrl(Own/Work) Array Name Dev Lun ID No. of Paths (Available/Total)

1.00TB 2/2

] sdb LUN_Hardened 63ca37e100e87434014c3ca500000001 Normal OceanStor_5510 1

[root@gwse3 ~1% I

The next step is to create a new backup repository in Veeam, here as a direct attached storage repository with the type Linux
(hardened Repository):

Direct Attached Storage

Select the operating system type of a server you want to use as a backup repository.

Microsoft Windows

o Adds local storage presented as a regular volume or Storage Spaces. For better performance and storage
efficiency, we recommend using ReFS.

Linux

Adds local storage or locally mounted NFS share. For better performance and storage efficiency, we recommend
using XFS. The Linux server must use bash shell, and have SSH and Perl installed.

Linux (Hardened Repository)

Requires a Linux server with internal or direct attached storage. This configuration enables protection against
cybersecurity threats with immutable backups. The Linux server must use bash shell and have SSH installed. For
reduced attack surface, minimal Linux installation is highly recommended.

Cancel

Version 1.0 — 15.05.2023 Page 7 from 18



In&Out AG - Interoperability Test Report

New Backup Repository X

Repository
Type in path to the folder where backup files should be stored, and set repository load control options.

Name Location
Path to folder:
Server [/hardened/backups || Browse

== Freespace: 10163 GB
Mount Server
Use fast cloning on XFS volumes (recommended)

Review Reduces storage consumption and improves synthetic backup performance.
- Make recent backups immutablefor: |7 [2] days
PRy Protects backups from modification or deletion by ransomware, malicious insiders and hackers. GFS
backups are made immutable for the entire duration of their retention policy.
Summary
Load control
Running too many concurrent tasks against the repository may reduce overall performance, and
cause I/0 timeouts. Control storage device saturation with the following settings:
Limit maximum concurrent tasks to: 4 =
[[] Limit read and write data rate to: il =
Click Advanced to customize repository settings. Advanced..
< Previous Next > Finis Cancel
New Backup Repository X
= Apply

Please wait while backup repository is created and saved in configuration, this may take a few minutes.

Rams Message Duration
- J Starting infrastructure item update process 0:00:03 ]

) [WIN-CT6P727K71F] Discovering installed packages 0:00:01
Repository %) [WIN-CT6P727K71F] Registering client WIN-CTEP727K71F for package...

) [WIN-CT6P727K71F] Registering client WIN-CTEP727K71F for packag:
Mount Server %) [WIN-CT6P727K71F] Registering client WIN-CT6P727K71F for package...

%) [WIN-CT6P727K71F] Discovering installed packages

Review

) All required packages have been successfully installed
[ | © Detecting serer configuraton
) Reconfiguring vPower NFS service
Summary ) Creating configuration database records for installed packages
2 Collecting backup repository info 0:00:05
) Checking write permissions for the repository folder
) Enabling restricted mode for Installer
) Creating database records for repository 0:00:34
) Backup repository has been saved successfully

As the next step we execute a full and an incremental backup of one VM. Backing up some VMs and files is OK, but they are
useless without corresponding restore functionality. Therefore, we tested the restores of the full VM and of single files, too.
Everything went without any failures.

But here we have a hardened respository and we want to test if we can change the backup information directly from the
filesystem of the Linux backup server:

[root@gw43 TestCase 2.5]# 11

total 18762112

-rw-r--r--. 1l userOl userOl 17831 Apr 12 12:20 Cent0S7.9_FORBackup_ 9E395.vbm

-IW-r--r 1 userOl user0l 17264443392 Apr 12 12:12 Cent0S7.9_FORBackup.vm-141D2023-04-12T120839_606A.vbk
-IWw-r--r 1 userOl user0Ol 1947938816 Apr 12 12:19 Cent057.9_FORBackup.vm-141D2023-04-12T121558_146E.vib
[root@gw43 TestCase 2.5]#%
[root@gw43 TestCase 2.5]%
[root@gw43 TestCase 2.5]%
[root@gw43 TestCase 2.5]#%
[root@gw43 TestCase 2.5]% id
2id=0(root) gid=0(root) groups:
[root@gw43 TestCase 2.5]#
w: cannot move 'Cent057.9_ FORBackup.vm-141D2023-04-12T121558_146E.vib' to 'Cent0S7.9_FORBackup.vm-141D2023-04-12T121558_146E.vib.bernd
nitted

[root@gw43 TestCase 2.5]% 1ls -ald
drwxr-xr-x. 2 userOl userOl 186 Apr 12 13:24
[root@gw43 TestCase 2.5]#% cd

[root@gw43 ~]# su -m userOl

oash: /root/.bashrc: Permission denied
oash-4.4$

cash-4.4$

cash-4.4$

oash-4.4$

oash-4.4$ exit

[root@gw43 ~]# su - userOl

[user01@gw43 ~]$ cd /hardened/backups/
[user01@gw43 backups]$ 11

total 0

drwxr-xr-x. 2 userOl userOl 186 Apr 12 13:24
[user01@gw43 backups]$ cd TestCase\ 2.5/
[user0l@gw43 TestCase 2.5]$ 11

cotal 18762112

0 (root) context=unconfined

Operation not per

-rw-r--r--. 1 userOl userOl 17831 Apr 12 12:20 Cent0S7.9_FORBackup_9E395.vbm
-Iw-r--r 1 userOl user0l 17264443392 Apr 12 12:12 Cent057.9_FORBackup.vm-141D2023-04-12T120839_6€06A.vbk
-rw-r--r--. 1 userOl user0l 1947938816 Apr 12 12:19 Cent057.9_FORBackup.vm-141D2023-04-12T121558_146E.vib

[user01@gw43 TestCase 2.5]$ mv CentOS7.9_FORBackup.vm-141D2023-04-12T121558_146E.vib Cent0S7.9_FORBackup.vm-141D2023-04-12T121558_14€E.vib.bernd

wv: cannot move 'Cent057.9_ FORBackup.vm-141D2023-04-12T121558_146E.vib' to 'Cent0S7.9_FORBackup.vm-141D2023-04-12T121558_ 146E.vib.bernd': Operation not per
nitted

[user01@gw43 TestCase 2.5]%
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As you can see in the screen shot, it was not possible to change or delete the backup pieces belonging to the backups of
the VM. We can’t do this with the root account or with the user who owns the files.

So, a hardened repository is immutable.
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OceanStor Pacific as object storage

For the second presented test case we must enable the object protocol on a storage pool in the storage system:

BackupTests

General | Quota | Protocol Protection WORM

NFS CIFS Object

Enable Object Protocol ‘

Bucket Permission -

Permission

Create Bucket Policy

Policy Mode | Authorized Account 1D

Some warnings occur (because we define it as a privat area) and at least we got the account information with the access key:
— = W

General | DNS | Domain Configuration Protocol

Basic Information

Account Name  backup Account ID 344235979
Account CID 00000185ACB78ECD94160FDEFB325278 Created 2023-01-13 20:59:48 UTC+01:00
Status Activated Data Encryption  Disabled

Key Service -

Account Access Key

Create Activate Deactivate H Delete ‘

AK B73C0C026C8289AB49F8 Status  Activated

Created  2023-04-10 20:51:47 UTC+02:00 DST

| can print it here because at the time of writing the key is already deleted.

The next step is to configure a new backup repository in Veeam 12 as object storage:
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@ Object Storage

Select the type of object storage you want to use as a backup repository.

Té S3 Compatible

Adds an on-premises object storage system or a cloud object storage provider.

aws  Amazon S3

Adds Amazon cloud object storage. Amazon $3, Amazon $3 Glacier (including Deep Archive) and Amazon
Snowball Edge are supported.

3 Google Cloud Storage
Adds Google Cloud storage. Both Standard and Nearline storage classes are supported.

IBM Cloud Object Storage
Q)

Adds IBM Cloud object storage. S3 compatible versions of both on-premises and IBM Cloud storage offerings are
supported.

IA Microsoft Azure Storage

Adds Microsoft Azure cloud object storage. Microsoft Azure Blob Storage, Microsoft Azure Archive Storage and
Microsoft Azure Data Box are supported.

@ Wasabi Cloud Storage
Adds Wasabi cloud object storage.

Cancel

It must be a S3 compatible storage type. We must declare the access and secret key, the bucket to be used and other
information. In summary, the new definition looks like this:

New Object Storage Repository X

E Summary
i‘»—ii- You can copy the configuration information below for future reference.

Name Summary:

bbject storage repository was successfully created.
Account Name: OceanStor Pacific S3

Description: Created by LAB\administrator at 4/11/2023 2:27 PM.
Bucket Type: S3-compatible

Gateway server: direct connection

Service point: https://10.10.20.33

Region: us-east-1

Bucket: BackupTests

Concurrent tasks limit: unlimited

Storage consumption limit: unlimited
Apply Recent backups will not be immutable
Mount server: WIN-CT6P727K71F.lab.com

_ Helper appliance: WIN-CT6P727K71F lab.com

Mount Server

Review

< Previous Next > Cancel

To test the functionality of this backup repository type we run full and incremental backups and full and incremental restore
operations with the whole VM and single files.

Every test run without any issues and was executed successful.

Version 1.0 — 15.05.2023 Page 11 from 18



In&Out AG - Interoperability Test Report

OceanStor Pacific with immutable object storage

For this test case we created an object storage with WORM functionality on the OceanStor Pacific storage system as a new

namespace:

Create Namespace

Basic Information

Account

backup

Create Namespace

Case Sensitivity @

Case-insensitive

© Case-sensitive

Directory Space Display @) Space occupied by a directory

Space occupied by all files in this directory
Space occupied by all files in this directory and its subdirectories
Name BackupTestsWorm
Qospoliy (I
* Storage Pool StoragePool01 v
Data Security and Protection
Redundancy Ratio  +2
* Snapshot Directory Visibility | Invisible v
* Security Style @ UNIX -
Data Encryption
* Application Type GENERAL v
Tiered Storage (M)
Recycle Bin »
Audit Log items @ ()
Directory Quota »
Data Pilot
Access
Smartindexing
orc (D
Performance Mode
nes O
ars (I worn @D
* Policy Mode @ None -
e CID
Legal Hold File Modification @ Enable
object @D

Both screen shots show the creation of the same namespace. The WORM functionality is selected on the second picture in

the lower part. With an S3 Browser

tool we verified the creation:

Accounts Buckets Files Tools UpgradetoProl  Help
5 New bucket $@ Delete bucket _ Path: /073
{_| BackupTests Name Size Type Last Modified Storage Class
] BackupTestsWorm
{_| backup
) worm1
] worm2
& worm3 [ Bucket Versioning Settings - [u] X
17 Bucket Versioning Settings wlEn
View and edit bucket versioning settings
[ Enabl \g for BackupTe
Tum this check-box on to enable Versioning for selected bucket.
[J Enable MFA Delete
IfMFA Delete is enabled. the user will be prompted for an authentication code from
their AWS MFA device to delete an object version.
Tasks (1) Permissions
MFA serial number.
Task Status Speed
Please specify your MFA serial number to enable MFA Delete
You can register your MFA device and get serial number on the following page:
hitps://console. aws.amazon.com/iam/home?#security_credential
P OK © Cancel
Successfully received versioning settings for BackupTestsWorm (Versioning: Unknown, MfaDelete: Di -
B> Running | 3. Queued @ Stopped B> Failed (1) X All (1) By start Al B Stop Al @ Cancel All

The next step is to create an S3 compatible backup repository in Veeam (as we have done it in the previous test case but

with a different bucket).
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e
Name

Account
Bucket

Mount Server
Review

Apply

New Object Storage Repository

Summary
You can copy the configuration information below for future reference.

Summary:

pbject storage repository was successfully created.
Name: OceanPacific Worm

Type: S3-compatible
Gateway server: WIN-CT6P727K71F.lab.com
Service point: https://10.10.20.33

Bucket: BackupTestsWorm

3 imit: un &d
Storage consumption limit: unlimited

Recent backups will be immutable for 1 day
Mount server: WIN-CT6P727K71F.lab.com
Helper appliance: WIN-CT6P727K71F.lab.com

< Previous

Description: Created by LAB\administrator at 4/21/2023 9:24 AM.

Next >

Cancel

After successful backup and restore tests (as above, without any failures) we could see several buckets with the S3

Browser:
Accounts  Buckets Files Tools UpgradetoPro! Help
o New bucket 3@ Delete bucket £ Refresh Path: / Veeam/ Backup/ Backups/ Clients/ { Id77-471£-981 d33a6e38-579b-4767-af: Cloudstg/ Data/ {a9850a45-1c3b-4af5-8/ {12011€20-34a7-48b3-4 /B Y6
] BackupTests Name Size Type LastModified Storage Class A
] BackupTestsWorm o,
&] backup []11621_  ( 180.80 KB File 4/21/202395152AM  STANDARD o0
S
& wom2 [)15717.¢ z 30030kB File 4/21/202395152AM  STANDARD
= worm3 (115718 X 38105K8 File 4/21/202395152AM  STANDARD
[]15719_¢ X 14286 KB File 4/21/202395152AM  STANDARD
[[115720_ b6e33e5705 26923KB File 4/21/202395152AM  STANDARD
[[]15721_ X 27026K8 File 4/21/202395152AM  STANDARD
[)15722.: ¥ 32375KB File 4/21/202395152AM  STANDARD
(115723 1 ) 27210KB File 4/21/202395203AM  STANDARD
[[]15724_82b3c6cdfe2d6adcBeeTbedfcaaatsf_00000000000000000000000000000000 35092 KB File 4/21/202395203AM _ STANDARD
[ 15725_80266123489134/5846dd3943618127e_00000000000000000000000000000000
| [115726_269efb5293ab7511682a363b05911d73_ 40869KB File 4/21/202395203AM  STANDARD
[[]15727_9178e3c211 79ec34_ 22097KB File 4/21/202395203AM  STANDARD
(115728 X 14191KB File 4/21/202395203AM  STANDARD
[[115729_be0744 b7893b1a_ 34588KB File 4/21/202395203AM  STANDARD
[[115730_: 1 268.92KB File 4/21/202395203AM  STANDARD
[[115731_¢ 106d13882c91_ 14278 KB File 4/21/202395203AM  STANDARD
] 15732_6205¢39/465355¢182a0f843¢ 7eb98ca 22550KB File 4/21/202395203AM  STANDARD
[[115733_; 7bfe | 23234KB File 4/21/202395203AM  STANDARD
[[115734_80c00 7395_ 36544 KB File 4/21/202395203AM  STANDARD
[[]15735_31 17. 27340KB File 4/21/202395203AM  STANDARD
[[115736_226c 34045KB File 4/21/202395203AM  STANDARD
[ ]15737_asea 285.00KB File 4/21/202395203AM _ STANDARD v

Tasks (1) Pemissions Headers

5252
N
é Upload ~ g Download ‘ gDeHa @Newlioldu L%Rdvesh

Tags Propeties Preview Versions Eventlog

1fle (398.72KB) selectec

URL:  hitps://10.10.20.33/BackupTe 15725_¢ 34f5( [ Copy
Header Value Read-only
x-amz-request-id c0a8640c168206362381400001131000 Yes
xreserved amazon, aws and amazon web services are trademarks of registered trademarks of Amazon Technologies. Inc No
x-amz-version-id v043a516122804000 Yes
x-amz-objectlock-mode COMPLIANCE Yes
x-amz-objectlock-retain-unti-date 2023-05-02T07:39:11 Yes
x-amz-objectlock-legakhold OFF Yes
x-amz-storage-class STANDARD No
x-amz-id-2 15Q2€0Q3+2KCbSNIyjz2hiLsY192ax Yes
AcceptRanges bytes Yes
ContentLength 408286 Yes
Content-Type application/octet-stream No

Date Fri. 21 Apr 2023 07:53:43 GMT Yes

ETag "112ca127e0e412882053e721ce44a691" Yes
LastModified Fri. 21 Apr 2023 07:52:03 GMT Yes
Server 0BS Yes

Now we tried to delete one of the backup pieces from within Veeam:
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and Replication

Backup
o A EX A A PINNAR A ) B N x
= Ewe= 0O AN N N A= =
Instant  Instant Disk Entire Virtual Export VM Guest Application Amazon Microsoft Google Move Copy Export Delete
Recovery Recovery VM Disks Disks Files Files~ Items~ EC2 Awrelaas CE  Backup Backup Backup from Disk
Restore Restore to Cloud Actions.
Home
Job Name Creation Time Restore Poi Repository Platform
& TestCase 23 4/11/2023 2:39 PM OceanStor Pacific $3 VMware
4 TestCase 2.6 4/21/2023 9:36 AM OceanPacific Worm VMware
{1 CentOST. 2
E) Instant recovery...
4 (3 Last24 Hours By Instant disk recovery...
[ Success [ Restore entire VM.
=
[ Failed 2 Restore virtual disks...
) Restore VM files...
™ Restore guest files >
% Restore to Amazon EC2...
G Restore to Microsoft Azure...
D Restoreto Google CE...
% Move backup...
%] Copy backup...
§ Export content as virtual disks...
= Export backup...
3 Delete from disk
Removing backup *
Neme:  Backup Deletion Job Status Faled
Actiontype Backup Deleion Starttime: 42172023 10:17:11 AM
Iniated by:  LAB\adminisrator Endtime 42172023 101811 AM
tog
Message Duntion
Starting backup deetion b
Preparing objects or dletion
) Buiding asks st
Processing backup 1 out of 1 (100% done) 00056
© [TestCase 25 - Cent0S7.9_FORBackup] 309301 eo0s4

OceanPacific Worm: 0 deleted, 0skipped, O warned, 1 failed
) Job finished with eror at 4/21/2023 10:18:11 AM

But we didn’t succeed. To verify our failure, we initiated a full VM restore which restored the VM without any failures. Here
the WORM-functionality of the OceanStor Pacific prevented the deletion of the backup.
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OceanStor Pacific with DPC

For the last test scenario, we must define a DPC storage type on the OceanStor Pacific storage system.

Resources DPC

Create DPC v Enable FSA

Namespace 1P Address Q 47 Status Y
B 19216812861 Normal
Dtree
Share
Services
Storage Pool
R -
AR Access

Account

Authentication User

Next, we created a new backup repository in Veeam as a direct attached storage on a Linux system.

@ Direct Attached Storage X

Select the operating system type of a server you want to use as a backup repository.

mm Microsoft Windows

Adds local storage presented as a regular volume or Storage Spaces. For better performance and storage
efficiency, we recommend using ReFS.

Linux
0 Adds local storage or locally mounted NFS share. For better performance and storage efficiency, we recommend
using XFS. The Linux server must use bash shell, and have SSH and Perl installed.

{\ Linux (Hardened Repository)

Bl Requires a Linux server with internal or direct attached storage. This configuration enables protection against
cybersecurity threats with immutable backups. The Linux server must use bash shell and have SSH installed. For
reduced attack surface, minimal Linux installation is highly recommended.

Cancel

To enable synthetic full backups the reflink feature of the Linux filesystem XFS must be enabled. It is marked red in the next
screen shot.

New Backup Repository X

. Repository
Type in path to the folder where backup files should be stored, and set repository load control options.

Name Location
Path to folder:
Server [/mnt/toop/backups || Browse..
-
Repository =] ey s

Mount Server :
[] Use fast cloning on XFS volumes (recommended)

Faia Reduces storage consumption and improves synthetic backu
- Load control
PPY Running too many concurrent tasks against the repository may reduce overall performance, and
cause /0 timeouts. Control storage device saturation with the following settings:
Summary

[ Limit maximum concurrent tasks to: |4 |2

[ Limit read and write datarateto: |1 =
Click Advanced to customize repository settings. Advanced...
< Previous Next > Cancel
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In the summary screen, this feature is also mentioned:

New Backup Repository X

Summary
You can copy the configuration information below for future reference.

Name Summary:
[inux backup repository ‘OceanStor Pacific DPC' was successfully saved.
Server
Mount host: WIN-CT6P727K71F.lab.com
Repository [Account: root
Backup folder: /mnt/loop/backups
Mount Server [Write throughput: unlimited

Max parallel tasks: 4

R Fast cloning on XFS volumes: enabled
eview

Apply

All executed backup and restore operations (full and incremental, whole VM and single file restore) went successful. Synthetic
full backups can also be enabled for this backup repository type. From one previous full backup and a later incremental backup
a “new” full backup will be created.

Job progress: 100% 10f 1VMs
SUMMARY DATA STATUS
Duration: 0346 Processed: 60 GB (100%) Success: 10
Processing rate: 268/5 Read: 48768 Warnings: 0
Bottleneck: Target Transferred: 4165MB(1197)  Ermors: 0
THROUGHPUT (ALL TIME)
Speed: 734 MB/s
Name Status Action Duration

(1 CentOS7.9_FORBackup (% Success Do

@ Getting VM info from vSphere 0024
© Creating VM snapshot 00:02
@ Saving [DoradoA1] Cent0S7.9_FORBackup/CentOS7.9_FORBackup.vmx 00:00
@ Saving [DoradoA1] Cent0S7.9_FORBackup/Cent0S7.9_FORBackup.nvram 00:00
@ Using backup proxy 192.168.128.183 for disk Hard disk 1 [hotadd] 0017
@ Hard disk 1 (60 GB) 48.7 GB read at 2 GB/s [CBT] 0027
@ Removing VM snapshot 00:02
@ Finalizing 00:00
B — haye been assigned 00:00
© Synthetic full backup created successfully [fast clone] 00:13
O By ',. = 75 Torget 62%
© Primary bottleneck: Target
© Network traffic verification detected no corrupted blocks
@ Processing finished at 4/22/2023 10:03:56 PM v
Hide Details oK

Ix

The restore time with this full synthetic backup can be reduced, only one backup must be restored. The disk space used for
backups on the other side does not increase, too.

In the next screen shot you can see that all four IP interfaces are used for backup and restore:
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Oceanstor Pacific Home Resources Monitor Data Protection Cluster Settings
Monitor Analysis  Account | backup v
£ Aarms and events exe | |4 ~ BEl= c
e £ B X link- port - Bandwi
(7) Performance Monitoring <28 ink - Port - Bandwidth
performanceBackup & B X

Analysis

Grafana
[Z] Task center
o 1 )
*% Data pior v

link - Port - I0PS.

The first hill shows the full backup of the VM and the second one is the incremental backup of the same VM with some addi-
tional files.
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Conclusion

We can summarize the results of our tests as follows:

l. In every tested backup repository configuration, all backup and restore operations worked as usual. We could not
find any differences to normal standard repositories.

II.  The hardened repository type worked perfectly. It was not possible to delete any data in the backup repository,
even from the Linux command line as a super user (root) nor the owner of the files. Protection of the backup data is
really given.

lll.  Also, the worm functionality (immutable) of the OceanStor Pacific distributed storage system works perfectly. It is
not possible to delete any backup data, also in conjunction with the object storage functionality.

The stability and behavior of the systems was always flawless in the test. We did not notice any failures or inexplicable per-
formance fluctuations. The operation of the Huawei OceanStor Backup Storage Systems is familiar to users of other Huawei
storage systems and is intuitive and easy even for beginners.
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