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Preliminary Note 

This report was created independently and neutrally by In&Out. 

In&Out AG 

In&Out AG from Zurich is supporting its customers as an independent and vendor-neutral consulting company in the areas of 
IT infrastructure and data centers for years. In&Out has proven years of experience in performance measurements and opti-
mization and has developed the benchmark tool IOgen™.  

Huawei 

Founded in 1987, Huawei is a global leader in storage systems with 194,000 employees. Analysts rank Huawei as one of the 
leaders in storage systems.  

 
Figure 1 - Gartner Magic Quadrant Primary Storage (2022), Source: Gartner 

Veeam Backup & Replication V12 

Veeam released on February 14, 2023, a new major release of their backup software suite Backup & Replication. This release 
allows backups directly to object storage, can create immutable and spaceless full backups. In this report we will test many of 
the new features in combination with the corresponding Huawei storage products and features 
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Huawei OceanStor Pacific Scale-Out Storage 

Huawei OceanStor Pacific Scale-Out Storage systems are dedicated storage systems for unstructured data. The 
Huawei OceanStor Pacific series (formerly known as OceanStor 100D) is an intelligent Scale-Out Storage product with 
scale-out and supports the business needs of both today and tomorrow.  

OceanStor Pacific series provides on-demand file, object, HDFS, and block storage for upper-layer applications by organizing 
local storage resources of each node with storage system software. It implements cost-effective storage for mass data, max-
imized efficiency for diversified data, and everlasting operations for online services. The OceanStor Pacific series is available 
with three characteristics: performance, balanced and archive models.  

Huawei OceanProtect Backup Storage 

Huawei OceanProtect Backup storage features rapid backup and rapid recovery, efficient reduction, and solid resilience, and 
helps to implement efficient backup and restoration and greatly reduce the TCO. It is widely used in government, financial, 
carrier, healthcare, and manufacturing industries. In addition, it offers easy-to-use management modes and convenient lo-
cal/remote maintenance modes, significantly decreasing the management and maintenance costs. 

Huawei OceanStor Hybrid Flash Storage 
Huawei OceanStor Hybrid Flash storage systems offer comprehensive and superb solutions by using diverse efficiency 
boost mechanisms to provide industry-leading performance. Those solutions help customers maximize their return on invest-
ment (ROI) and meet the requirements of different application scenarios such as online transaction processing (OLTP), 
online analytical processing (OLAP), high-performance computing (HPC), server virtualization, and virtual desktop infrastruc-
ture (VDI). 

Objective 
To subject the new Veeam V12 Backup & Replication software in combination with suitable storage systems to an intensive 
test. In particular, the following points were to be tested: 

I. Backup and restore functionality with NAS service and object service of Huawei storage. 
II. Immutable backups using hardened repository which from Huawei storage. 
III. Immutable backups with the WORM feature of Huawei OceanStor Pacific.  

All tests were run with Veeam Backup & Replication software version 12. 
 

Management Summary 

We can summarize the results of our measurements and tests as follows: 
I. The three tested Huawei storage systems which are OceanStor Hybrid Flash Storage, OceanProtect Backup Stor-

age and OceanStor Pacific Scale-Out Storage can act as an NAS backup repository for Veeam V12. 
II. The Huawei OceanStor Hybrid Flash storage system was tested with a hardened repository for Veeam. Here also 

every backup and restore scenario was handled as usual. But it was not possible to delete any backup data written 
to the storage system, even on the Linux command line. 

III. The Huawei OceanStor Pacific Scale-Out Storage system was used as an S3 compatible backup repository. All 
backup and restore operations were handled as usual. 

IV. The Huawei OceanStor Pacific Scale-Out Storage system was used as an S3 compatible and immutable backup 
repository (WORM functionality). Also, all backups and restores run as usual. On the other side we were not able to 
delete one backup bucket from the Veeam side and from within an S3 browser tool.  

The stability and behavior of the systems were always flawless in the test. We did not notice any failures or inexplicable 
performance fluctuations. The operation of the storage system is familiar to experienced Huawei storage administrators and 
easy even for users who are not familiar with the system. 

  



In&Out AG – Interoperability Test Report 
 

 

 
Version 1.3 – 13.06.2023  Page 4 from 50 

Test Setup 

 
Figure 2 - Test setup (here using the example for Veeam) 

Throughout the functional test one VM running on the VMware ESXi host, was backed up with several backup repositories 
which created with Huawei storage NAS service and Object service. 

The VMware ESXi host is connected to the backup network with 4 network ports, each with 10 Gbit/sec (green in the Figure 
).  

The backup server is connected to the storage switch via two 25 Gbit/sec connections each. The Huawei OceanStor 5510 
and OceanProtect X8000 storage systems are connected by two 25Gbit/sec connections to the backup switch. The OceanStor 
Pacific has four 25Gbit/sec connections to the backup switch. 

In detail, the following hardware was used for the test setup: 

Device Description Quantity 

ESXi X86 server, CPU: 2 x Silver 4110,  
Storage: 2 x 16 Gbit/s FC-AL, Backup network: 4 x 10 Gbit/s 

1 

Backup server X86 server, CPU: 2 x Gold 5120,  
backup network: 2 x 10 Gbit/s, backup storage: 2 x 25 Gbit/s 

2 

IP Switch Huawei CE 6860 10GE Switch 1 

IP Switch Huawei CE 6863 25 GE Switch 1 

FC Switch Huawei SNS2248 16Gbps FC switch 1 

Backup Storage  OceanProtect X8000 with two controllers, 20 x 7.68 TB SSD, 4 x 4-port 25GE 

Software version: 1.2.0 

1 

OceanStor 5510 with two controllers, 3.84TB SSD*16， 2.4TB SAS *9, 2 x 4-port 25GE 

Software version: 6.1.5 

1 

OceanStor Pacific 9550 with 4 nodes, 10TB NL_SAS * 144, 4 x 2-port 25GE 

Software version: 8.1.5 

1 

Table 1 - Hardware used 

The following software products and versions were used: 
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Component Description 

CentOS Linux 7 Linux operating system, for clients  

Windows Server  Veeam server, Version 2019 

Veeam Backup & Replication 12 
Table 2 - Software used 

 

Veeam Standard Backups and Restores 

We tested all three Huawei storage as standard NAS protocol and S3 protocol: 

I. OceanProtect X8000 with NAS share. 

II. OceanStor 5510 with NAS share. 

III. OceanStor Pacific 9550 with NAS share. 

IV. OceanStor Pacific 9550 with Object service. 

All three Huawei storage systems were able to successfully perform backups and restores of VMware VMs. They can store 
the backup data of whole VMs as full and incremental backups. 

Veeam version 12 offers the feature to use an S3 or S3-compatible storage as backup storage. We tested this feature in 
combination with the OceanStor Pacific 9550. Also, more important than backups, all restores, whole VM and single file re-
stores from full and incremental backups run successful with all three Huawei storage backup solutions. 
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Test 1 OceanProtect NAS service as the Backup Repository 

In the first test case we created one file system and one NFS share on the OceanProtect X8000. 
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Then, create one repository based on the NFS share of OceanProtect X8000. 

 
At last, create one new backup job for VM, the target path is the repository which created previous step. 

 

Test 1.1 Full backup 

Start the new backup job and it executed successfully. 
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We can see, the performance metric OPS and bandwidth on OceanProtect have value and almost same with the Veeam 12. 

 

Test 1.2 Incremental backup 

Next step, copy 5 files to the directory of VM to simulate the incremental date. 

 
Then start the incremental backup and it executed successfully too. 
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Test 1.3 Restore VM 

Then we are trying to restore the VM from the backup data, so calculate the hash value of the 5 files and delete them. 

 
Start the restore from backup job after the files were deleted. 
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And the restore VM is completed and successes. 

 
Check the hash value after the VM power on, and the value is the same with before for every file. 
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Test 1.4 Restore Guest-OS files 
Then delete the files again, we are going to restore the files only. 

 

 
Start the guest files restore job. 
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And the files are restore completed and successes. 

 
Check the hash value for each file, the value is the same with before. 
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Test 2 OceanStor NAS service as the Backup Repository 

Next case we created one file system and one NFS share on the OceanStor 5510. 

 
Then, create one repository based on the NFS share of OceanStor 5510. 
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Test 2.1 Full backup 

Start the new backup job and it executed successfully. 
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Test 2.2 Incremental backup 

Then copy 5 files to the directory of VM. 

 
Then start the incremental backup and it executed successfully. 
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Test 2.3 Restore VM 
Then we are trying to restore the VM from the backup data, so calculate the hash value of the 5 files and delete them. 

 
Start the restore from backup job after the files were deleted. 
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The restore VM is completed and successes. 

 
Check the hash value after the VM power on, and the value is the same with before for every file. 
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Test 2.4 Restore Guest-OS files 

Then delete the files again, we are going to restore the files only. 

 
Start the guest files restore job. 
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And the files are restore completed and successes. 
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Check the hash value for each file, the value is the same with before. 
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Test 3 OceanStor Pacific NAS service as the Backup Repository 

We created one namespace and enable NFS share on the OceanStor Pacific 9550. 

 

 

 
Then, create one repository based on the NFS share of OceanStor Pacific 9550. 
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Test 3.1 Full backup 

Start new backup job based on the repository from OceanStor Pacific 9550 and it executed successfully. 
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Test 3.2 Incremental backup 

Next step, copy 5 files to the directory of VM to simulate the incremental date. 

 
Then start the incremental backup and it executed successfully too. 

 

Test 3.3 Restore VM 

Then delete the 5 files which copied in the VM. 

 
Start the restore from backup job after the files were deleted. 

 



In&Out AG – Interoperability Test Report 
 

 

 
Version 1.3 – 13.06.2023  Page 25 from 50 

 
The restore VM is completed and successes. 

 
Check the files after the VM power on, all files are restored. 

 

Test 3.4 Restore Guest-OS files 

Then delete the files again, we are going to restore the files only. 
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Start the guest files restore job. 

 
And the files are restore completed and successes. 

 
Check the files in the directory, every file is restored successfully. 
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Test 4 OceanStor Pacific Object service as the Backup Repository 

Enable the object protocol based on the namespace on OceanStor Pacific 9550: 

 
The next step is to configure a new backup repository with S3 compatible type in Veeam 12 console: 

 
It must be a S3 compatible storage type. We must declare the access and secret key, the bucket to be used and other 
information. In summary, the new definition looks like this: 
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To test the functionality of this backup repository type we run full and incremental backups and full and incremental restore 
operations with the whole VM and single files. 

Every test run without any issues and was executed successful. 

Test 4.1 Full backup 

Start new backup job based on the object repository from OceanStor Pacific 9550 and it executed successfully. 
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Test 4.2 Incremental backup 

Next step, copy 5 files to the directory of VM to simulate the incremental date. 

 
Then start the incremental backup and it executed successfully. 

 

Test 4.3 Restore VM 

Start the restore from backup job after the files were deleted in the VM. 
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The restore VM is completed and successes. 

 
Check the hash value after the VM power on, and the value is the same with before for every file. 

 

Test 4.4 Restore Guest-OS files 

Then delete the files again, we are going to restore the files only. 
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Start the guest files restore job. 

 

 
And the files are restore completed and successes. 
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Veeam Special Backup and Restore Features 

Veeam version 12 offers the immutable backup feature. Backups cannot be changed or deleted anymore, even from direct 
access on the storage layer. We tested this feature with OceanStor 5510 and OceanStor Pacific 9550. 

In this report we will focus on the special features of the storage systems and new features in Veeam 12: 

I. OceanStor 5510 with FC block storage and hardened repository 

II. OceanStor Pacific with immutable object storage 
 

Test 5 OceanStor block service as hardened repository 

In this test case we created a normal LUN on the OceanStor 5510 storage system and made it visible to the backup server: 

 
Then, created an XFS file system (because it is a Linux server) on it and mounted the filesystem: 

 
The next step is to create a new backup repository in Veeam, here as a direct attached storage repository with the type Linux 
(hardened Repository): 
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And enable fast cloning on XFS volumes. 

 

 
As the next step we execute a full and an incremental backup of one VM. Backing up some VMs and files is OK, but they are 
useless without corresponding restore functionality. Therefore, we tested the restores of the full VM and of single files, too. 
Everything went without any failures. 
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Test 5.1 Full backup 

Start new backup job based on the hardened repository from OceanStor 5510 and it executed successfully. 

 

 

Test 5.2 Incremental backup 
Next step, copy 5 files to the directory of VM to simulate the incremental date. 

 
Then start the incremental backup and it executed successfully. 
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Test 5.3 Synthetic full backup 

Check the advanced setting on backup job, the synthetic full backup is enabled. 

 
Check the backup job, the synthetic full backup is executed automatically and successfully. 
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Test 5.4 Immutability of hardened repository 

But here we have a hardened repository and we want to test if we can change the backup information directly from the 
filesystem of the Linux backup server: 

 
As you can see in the screen shot, it was not possible to change or delete the backup pieces belonging to the backups of 
the VM. We can’t do this with the root account or with the user who owns the files. 

So, a hardened repository is immutable. 
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Test 5.5 Restore VM 

Then delete the 5 files which copied in the VM. 

 
Start the restore from backup job after the files were deleted in the VM. 
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The restore VM is completed and successes. 

 
Check the hash value after the VM power on, and the value is the same with before for every file. 
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Test 5.6 Restore Guest-OS files 
Then delete the files again, we are going to restore the files only. 

 
Start the guest files restore job. 
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Check the files in the directory after the restore job finish, every file is restored successfully. 
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Test 6 OceanStor Pacific Object service with WORM as the Backup Repository  

One namespace with WORM functionality on the OceanStor Pacific 9550 is created. 

 
 

The above two screenshots show the creation of the same namespace. The WORM functionality is selected on the second 
picture in the lower part.  

The next step is to create an S3 compatible backup repository, checked “make recent backups immutable for:” and set 1 
day, then finish the creation of Object Storage Repository. 

 

Test 6.1 Full backup 

Start new backup job based on the object repository with immutable from OceanStor Pacific 9550 and it executed successfully. 
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Test 6.2 Incremental backup 

Next step, copy 5 files to the directory of VM to simulate the incremental date. 

 
Then start the incremental backup and it executed successfully. 
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Test 6.3 Immutability of hardened repository 

After successful backup and restore tests (as above, without any failures) we could see several buckets with the S3 
Browser: 

 
Now we tried to delete one of the backup pieces from within Veeam, the deletion is failed. Here the WORM functionality of 
OceanStor Pacific protected the backup files. 
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Test 6.5 Restore VM 

Start the restore from backup job after the files were deleted in the VM. 

 
The restore VM is completed and successes. 
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Check the hash value after the VM power on, and the value is the same with before for every file. 

 

Test 6.6 Restore Guest-OS files 

Then delete one file again, we are going to restore the files only. 



In&Out AG – Interoperability Test Report 
 

 

 
Version 1.3 – 13.06.2023  Page 48 from 50 

 
Start the guest files restore job. 

 
And the files are restore completed and successes. 

 
Check the file is restored to the directory successfully and the hash value is same with before. 
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Conclusion 

We can summarize the results of our tests as follows: 
I. In every tested backup repository configuration, all backup and restore operations worked as usual. We could not 

find any differences to normal standard repositories. 
II. The hardened repository type worked perfectly. It was not possible to delete any data in the backup repository, 

even from the Linux command line as a super user (root) nor the owner of the files. Protection of the backup data is 
really given. 

III. Also, the worm functionality (immutable) of the OceanStor Pacific Scale-Out Storage system works perfectly. It is 
not possible to delete any backup data, also in conjunction with the object storage functionality. 

The stability and behavior of the systems was always flawless in the test. We did not notice any failures or inexplicable per-
formance fluctuations. The operation of the Huawei Storage Systems is intuitive and easy even for beginners. 
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